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1. Introduction

One of the central issues in current syntactic has how syntactic
structure is mapped onto LF and PF. Chomsky (1985poses that at certain
points of a derivation the operati§oell-out applies to the structure constructed
so far, sending the relevant information to LF &m&F, respectively. Moreover,
recent works (see, e.g. Uriagereka 1999, Chomsk®,22001) put forward the
idea that Spell-out cyclically applies within ag® derivation. Assuming such a
framework, Fox and Pesetsky (2003, 2005; henthfé&R) develop a theory of
the mapping between syntax and phonology, c&liadic Linearization. In this

theory, the notion dfinearization Preservation (LP) in (1) plays a crucial role.

(1) The linear order of syntactic units is affected\Mbgrge and Movevithin a
Spell-out Domain, but is fixed once and for altl& end of each Spell-out

Domain. (Fox and Pesetsky 2PD3

Put simply, LP demands that the outputs of Spdilwithin a derivation be
consistent with each other; otherwise the phonoligcomponent fails to
convert them into a linear string, leading the \iron to a PF-crash.

The aim of this paper is to extend F&P’s idea sdoasiclude not only



phonological relations (i.e. linear ordering), bigo semantic relations, focusing
on scope relations among quantifiers. Especiallyargue thatSpelled-out

Relation Preservation (SRP) in (2) holds, which is an extension of LP.

(2) The semantic and phonological relations among stiotanits are fixed at
the end of a Spell-out Domain, and once establishieely must be

preserved at the end of each later Spell-out Domain

The idea is that if phonological relations are preed in the way proposed by
F&P, semantic relations are also expected to beeprved in a similar way,
because Spell-out also includes the mapping betwgetax and semantics. |
argue that this expectation is fulfilled, by shogvithat SRP provides a solution
to a problem regarding string-vacuous scramblingdpipanese.

This paper is organized as follows: In Section @atify the problem to be
addressed. Section 3 briefly reviews F&P’s Cyclimdarization and Ko's
(2007) analysis based on it. Then, | point out thatr analysis provides a new
perspective to the problem, though it is not enotmlsolve the problem. In
Section 4, | argue that the problem can be solwediending LP to SRP.

Section 5 explores some implications of the prop@&section 6 is a conclusion.

2. The Problem

Hoji (1985) discusses the two types of string-varsuscrambling in (3).

3) a.*... )§i o <Y> L r; ...], where<Y> = phonologically null
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In (3a), X has been scrambled across a phonoldgicall element Y, while in
(3b), overt elements X and Y have undergone scliaglesulting in a crossing
dependency. Both types of scrambling are stringtwas in the sense that the
resultant overt lexical string is identical to tréginal one.

Since Hoji (1985), it has been assumed that theylrcked somehow. For
instance, Hoji (1985) posits tiBan on Sring-Vacuous Scrambling (BSVS):

(4) A syntactic adjunction operation cannot apply ifddes not change the

order of the overt lexical string. ajH1985:352)

The intuition behind BSVS is clear because it poakithe application of
scrambling which does not affect the ultimate szefavord order. Below, |
review some empirical motivations for BSVS that H&p85) provides.

Let us start with the first type. The relevant epéen are given in (5).

(5) a.*Kare-ga Taroo-ng@ hahaoya-o semeta (koto)
he-Nom Taroo-Gen mother-Acc blamed
‘He; blamed Taroojsmother’

b. Taroo-np hahaoya-0 kare-ga t semeta (koto)
Taroo-Gen mother-Acc  he-Nom blamed
‘Taroo’s mothey, hg blamed t’

c.*pro; Taroo-ng@ hahaoya-o semeta  (koto)

Taroo-Gen mother-Acc  blamed

‘pro; blamed Taroo;smother’

(5a) exhibits a Condition C violation. As shown (Bb), however, scrambling
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remedies a Condition C violation. Then, the ungratirality of (5c), whergro
replaces the overt subje&bre-ga ‘he’, suggests that an object cannot be
scrambled over the null subject. This is becaussudh a scrambling were
possible, (5¢) should be grammatical on a par (@), contrary to fact.

Let us turn to the second type in (3b). Althougpaieese is a scope-rigid
language, clause-internal scrambling changes sobgeretations, as originally

pointed out by Kuroda (1971). The relevant examplesgiven in (6.

(6) a. Dareka-ga daremo-o hihansita  (koto)
someone-Nom  everyone-Acc criticized
‘Someone criticized everyon&(>0, *0>0)’

b. Daremo-p dareka-ga i t hihansita  (koto)
everyone-Acc someone-Nom criticized

‘Everyong, criticized loves;t(*>0, *0>L0)’

In (6a) the subject unambiguously takes wide scopereas (6b), in which the
object has been scrambled, is ambiguous. Thugydheralization seems to be
that a sentence becomes ambiguous once an obpetgoes scrambling. Note

that this implies that the structure in (7) is agailable for a sentence like (6a).

(7)  *[... Subj ... Obj ... t ...t ...]
R S

The object has been scrambled in (7), althougtlibws the subject at the
surface structure. If the structure in (7) is aafalié, it remains mysterious why
(6a) is not ambiguous. Hence, the scope rigiditys@fV sentences like (6a)

constitutes evidence for the idea that the secom tof string-vacuous
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scrambling is not possibfe.

Although it is intuitively clear and empirically rtigated, there is a
problem regarding BSVS: Even if the first type tfrg-vacuous scrambling in
(3a) can be restricted in a local manner, the set¢goe in (3b) requires us to
appeal to global economy (cf. Collins 1997). Thatwe can restrict the first
type of string-vacuous scrambling in a local wayeg that the information that
Y is non-overt is available at the point where Xdergoes scrambling. On the
other hand, in the second type of string-vacuousnsicling, each application of

scrambling crosses an overt expression, as scleaityghown in (8).
8 a. Stepl:[Y...X..t..] b. Step 2: [X...Yi..t...§...]
| r

Thus, it is hard to exclude (8) by BSVS withoutkesthead or backtracking.
Note, however, that if we can capture the contiagb) even though the
derivation depicted in (8) is indeed available, pneblem disappears. That is, if
some independent mechanism accounts for the sapdayrin SOV sentences
and the scope ambiguity in OSV sentences withoutkimg global economy,
BSVS does not have to be concerned with the setypel of string-vacuous
scrambling; what BSVS should do is to restrict fingt type of string-vacuous
scrambling in a local manner. In what follows, Ipkte this possibility,

extending F&P’s idea.

3. AKey tothe Problem from Cyclic Linearization
In this section, | first review F&P’s Cyclic Lindaation and Ko’s (2007)
analysis based on it. Then, | point out that the®ory provides a key to solving

the problem, though further elaboration seems todoessary for a full solution.
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3.1. Cyclic Linearization

Adopting the idea of multiple Spell-out, F&P propdbat each application
of Spell-out establishes an ordering statement talelative orderings of
syntactic units, adding it to a@rdering Table. The domain to which Spell-out
applies is called th&pell-out Domain, roughly corresponding to Chomsky'’s
(2000, 2001 phase. Since Spell-out applies multiple times, an OnagiTable of
a particular derivation cumulatively receives omdgrstatements, which are
eventually interpreted by PF. For instance, wheellSut applies to the XP in
(9), which consists of A, B, and C, an orderingesteent A«B«C (where “«”

means “precede”) is added to an Ordering Table:

(9) [xrABC] Ordering TableA«B«C

Note that under F&P’s conception, all the elemewtkin a Spell-out Domain,

including the edge elements, are relevant to theerorg establishment.

Moreover, F&P assume that movement out of a Spellgédiomain is possible.
With this in mind, let us consider the followingdwases that are possible

subsequent steps of (10).

(10) a. p...A ... [xpti B C]] Order.inq Table A«<B«C A«B«C
b. [vp...Bi ... [xp At C]] Ordering Table A«B«C B«A«C

In (10a) the edge element of the XP, i.e. A, undesgmovement to the higher
domain YP, while in (10b) the non-edge element,B.edoes so. When the YP
gets Spelled-out, the Ordering Table of each diomareceives an ordering

statement A«B«C and B«A«C, respectiveliote that the ordering information
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stored on the Ordering Table of (10a) is consist@hereas that of (10b) is not.
Claiming that established ordering information aanipe deleted in the course
of a derivation, F&P argue that the step in (1@ads the derivation to crash at
PF: It fails to satisfy the contradicting requirertseat the same time, because A
cannot precede and follow B simultaneously. Inaffé&P’s system forces the
outputs of Spell-out within a derivation to be dstent; if not, the derivation
crashes because of an ordering contradiction. TIR&®, claim that LP in (1)
follows as a consequence of their system.

Furthermore, F&P argue that their system explaihy wiovement must
proceed successive-cyclically. As we have seed@hb)(above, movement of a
non-edge element induces an ordering contradicliba.contradiction, however,
can be avoided if such an element moves to the eftpe XP before Spell-out,

as in (11).

(11) a. kpBiAt C] Ordering TableB«A«C
b. [yp...Bi ... [xp Ui At C]] Ordering Table B«A«C B«A«C

Since B comes to precede A at the Spell-out of XRevia successive-cyclic
movement, it is allowed to move further without wethg an ordering
contradiction.

Based on their account of Holmberg's Generalizagtiact (cf. Holmberg
1999), F&P suggest that Spell-out Domains includeatd VP. Adopting their
system, Ko (2007) argues that in languages likee&orand JapaneseR
constitutes a Spell-out Domain, based on the aisalgé the well-known
subject/object asymmetry in Numeral Quantifier (N€9ating, exemplified by

the Korean examples in (12) and (13) (NQs and tnest NPs are underlined).
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(12) a. John-i maykcwl-lul  sey-pyeng masiessta

John-Nom beer-Acc 3Gthe drank

‘John drank three bottles of beer’

b. Maykcwl-lul  John-i sey-pyeng masiessta
beer-Acc John-Nom 3fethe drank

(13) a. Haksayngtul-i sey-myeng maykcwu-lul  masietta

students-Nom 3-Gdrson beer-Acc drank
‘Three students drank beer’

b.*Haksayngtul-i  maykcwu-lul _sey-myeng masietta

students-Nom beer-Acc 3p€edon drank

As shown in (12), an object and an object-relat€@d ¢&n be separated by a
subject, while the contrast in (13) indicates #rabbject cannot appear between
a subject and a subject-related NQ (see, e.g. kud®B0, Saito 1985, and
Miyagawa 1989 for the same pattern in Japanese).

The grammaticality of (12b) can be accounted favefassume that an NQ
and its host NP form a constituent (see, e.g. Kart@B3, Sportiche 1988), and
that scrambling can strand an NQ, as in (14a) beléwen, the puzzle is why
(14b) is not allowed, where scrambling of a subatr the scrambled object

strands an NQ. Note that (14b) gives rise to thtasa order of (13b).

(14) a. [Obj Subj !t NQoyj] -] (= (12b))
b. [Subj Obj [ti NQsuw] t; ...] (= (13b))
v o4

Ko (2007) argues that this puzzle can be solvedeifassume thatP is a

Spell-out Domain. Suppose that an object undergoesmbling to the edge of
8



vP, and then Spell-out applies to e as in (15a) below. Ko (2007) notes that
the landing site of the object cannot be the pmsibetween the subject and the
NQ, since they form a constituent. Furthermore,daens that since the subject
has already been on the edge®@fit cannot be moved again to the edge. Hence,
once the object is scrambled, the only availalpledr order is Obj«Subj«NgQ;

In order to derive the surface order of (13b), hesveit is necessary to move

the subject across the object in a later step) 855b).

(15) a. [p %bji [ne Subj NQup] [ve F ...]] Ordering Table Obj«Subj«NQg,,
b. [cp-.. Sgbj ... [vo Obji [np I[j NQsus] [ve ti ...]]]

Ordering TablgObj«Subj«NQp; [Subj «Obj«NQg,p;

______________ 4

Thus, an ordering contradiction arises, inducinBFacrash (the contradicting
parts are put in boxes). That is, a sentence 1iRb)(results in a violation of LP.

In this way, Ko's (2007) analysis solves the puzmgarding the NQ
Floating, combining the hypothesis thd constitutes a Spell-out Domain with
F&P’s Cyclic Linearizatiorf. In the rest of this section, | point out that this

analysis provides a hint to the problem regardingg-vacuous scrambling.

3.2. A Key to the Problem of String-vacuous Scrambling

One of the interesting consequences of Ko’s (2@d3a)ysis is that because
of LP, we can tell from the surface relative ordéra subject and an object
whether the object has been scrambled across bipecsbefore Spell-out off.
That is, if an object has been scrambled befordl-8pg it must precede a
subject at the surface structure, and if the obas not, it must follow the

subject; other possibilities necessarily resultsam ordering contradiction.
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Therefore, given Ko's (2007) system, the followisyucture is immediately

ruled out, where an object has been moved befos#-8yt of vP:

(16) *[Cp SUbj [vP Objj t [Vp tj ]]]
A Al

Note that (16) instantiates one case of the setygwal of string-vacuous

scrambling. Hence, the paradigm in (6), repeatgd s seems to be captured:

(17) a. Dareka-ga daremo-o hihansita  (koto)
someone-Nom  everyone-Acc criticized
‘Someone criticized everyon&(>0, *0>0)’

b. Daremo-p dareka-ga i t hihansita  (koto)
everyone-Acc someone-Nom criticized

‘Everyong, someone criticized ¢“0>0, °*0>0)’

The fact that (17a) has an SOV order implies thatdbject has not been moved
to the edge oivP before Spell-out. On the other hand, in (17b) dbgect
precedes the subject. This in turn indicates thatdbject has been scrambled
over the subject before Spell-outwdt. That is, surface relative order of a subject
and an object corresponds to the presence/absénbgeot scrambling to theP
edge, given Ko’s (2007) analysis. This seems t@ lveelcome result, because
the generalization is that the scope ambiguityearisnly if object scrambling
takes place. That is, the ambiguity of OSV sentemes be captured.

This is not enough to account for the scope rigidftsentences like (17a),

however. Let us consider the following schematicvadion:
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(18) a. [p Subpp[ve Objop ...]] Ordering Table Subjop«ODbjop
b. [cp ---S?bbPi ---OPjQPj o e Iti [ve Itj Al
Ordering TableSubjp«Objor Subjop«Objgp

Suppose that an object stagssitu when Spell-out applies P, as illustrated in
(18a). Thus, an ordering statement QpPbjope is established. Then, suppose
further that the object undergoes scrambling tohilgger domain, followed by
the scrambling of the subject over the scramblgdabpas in (18b). When the
CP in (18b) is Spelled-out, an ordering statemetjsp«Objop is added to the
Ordering Table. Since the linear orderings estabtisso far are consistent, the
derivation can converge, resulting in a SOV ortle(18b), however, the object
has indeed undergone scrambling. Hence, nothinmmsae prevent the SOV
sentence from having the object wide scope inté&pos, contrary to fact. The
problem is that the system allows scrambling obbjectafter Spell-out ofvP,
as long as the ordering established at the SpelebuP can be retrieved, and
nothing blocks the scrambled object in (18b) frakirig wide scop@.

To sum up, | first reviewed F&P’s Cyclic Linearigat, from which LP
follows, and Ko’'s (2007) hypothesis the® is a Spell-out Domain. Then, |
pointed out that although their system can res&ristib case of the second type
of string-vacuous scrambling, it cannot capture #stepe rigidity of SOV
sentences. In the next section, | propose a matiic of their analysis, and
illustrate how the modified system captures theeaagidity of SOV sentences

and the scope ambiguity of OSV sentences.

4. Proposal and Analysis

As we have seen above, the analysis which assuRmeslizes only the half
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of the problem; it fails to capture the scope rityicbf SOV sentences. In this
section, | propose that a derivation is constraime®RP in (2), repeated as (19)

below, and provide an analysis of the scope faa$ed on it.

(19) The semantic and phonological relations among stiotanits are fixed at
the end of a Spell-out Domain, and once establishieely must be

preserved at the end of each later Spell-out Domain

SRP is an extension of LP in the sense that not dolphonological relations
like linear ordering, but semantic ones are aldgjesi to preservation, once
established by an application of Spell-out.

Concentrating on scope relations among quantifieqsopose that if a
Spell-out Domain contains more than two quantifiersstatement about their
relative scope relations is uniquely establishedpgll-out of the domain, and
then it is added to &ope Relation Table. As with much of an Ordering Table, a
Scope Relation Table of a derivation cumulativedgeives the results of the
multiple application of Spell-out, which are evealty interpreted by LF. For

illustration, let us consider the following configtions in (20).

0 a. kp... % ... D ...] Scope RelationQ>Q,
b. [xp... Qi... Q... §...] Scope RelatianQ:>Q, or Q,>Q;

| assume, in line with Aoun and Li (1993), amongess, that if a quantifier Q
c-commands another quantifiep Q its trace, Q@can take scope over,(rhen,
in (20a), where @ has not been moved over;,,@nly the scope relation

statement Q. (“>" means “take wide scope”) is established a& 8pell-out
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of XP!° On the other hand, in (20b), where ffas been moved across, Q
Spell-out of XP may establish eitherX®, or Q> Q;, but not both. In other
words, in configurations like (20b), the system trascide which copies of Q
to use for scope relation establishment.

Recall here that LP is not an independent principlg a consequence of
the system where the results of the multiple appbn of Spell-out cannot be
deleted in the course of a derivation. | claim tB&P, as an extension of LP,
also follows from this system, additionally assugnithat established scope
relations cannot be deleted, and that a derivati@shes at LF if a scope
contradiction arises. A scope contradiction aries scope relation statement
Q:>Q, has been established at a Spell-out point and dhether one &Q; is
established at a later point; LF fails to interghetm properly because @annot
have wide and narrow scope with respective f@i@he same time.

With this much as background, let us consider hiog groposed system

captures the scope facts. The relevant exampl@ sre repeated as (21).

(21) a. Dareka-ga daremo-o hihansita  (koto)
someone-Nom  everyone-Acc criticized
‘Someone criticized everyon&(>0, *0>0)’

b. Daremo-p dareka-ga i t hihansita  (koto)
everyone-Acc someone-Nom criticized

‘Everyong, someone criticized (“0>0, °*0>0)’

Let us start with the case of (21b), where an O8Mence is ambiguous.
Recall that in order to have the surface OSV om@®ipbject has to be scrambled

to the edge ofP before Spell-out under the system advocated fiéen, when
13



Spell-out applies to theP, we have the following two possibilities, as22)

(22) a. [p Objop Subpp[vet ...]] Ordering Table Objop«Subjop
4 |

Scope Relatio®bj op>Subjop

b. [Vp OEjQp SUbbp [Vp |ti . ]] Ordering Table Obj Qp((SUbj QP

Scope RelatioBubjqp>0Dbjqp

In both cases, an ordering statement where theciopjecedes the subject is
established, because traces are invisible for dioe@er establishment. On the
other hand, by assumption they are visible for saafation establishment. Thus,
either Obp>Subjpe or Subh=>Objop can be established at this point. That is, a
derivation of an OSV sentence is allowed to chomse of the two pairs of
relations, which are shown in (22a) and (22b). Gi®R, then, the derivation
which has chosen (22a) can converge only in an O®Mr with object wide
scope. Likewise, the derivation with the choice(22b) converges only in an
OSV order with subject wide scope. In this way, fineposed system captures
the scope ambiguity of OSV sentences.

Meanwhile, the object must stay situ when Spell-out applies taP to
derive the surface SOV order in (21a). Then, thevdeon can have only one

combination of ordering statements and scope oglaiatements, as in (23).

(23) [Vp SUbbp [Vp Oijp ]] Ordering Table SUbj Qp((Obj QP
Scope RelatinBubjop>Objgp

Crucially, in the combination where a subject pdasean object, taking wide

scope is the only possibility. Then, this ensutes scope rigidity of SOV
14



sentences, even if the following structure in (B4jerived in the later step.

(24) [cp ... SbebPi ()4ijPj [ I[i [ve ltj -l

Note that the structure in (24) instantiates thebfamatic step in (18b)
discussed in the previous section. That is, in (th the subject and the object
undergo scrambling to the higher domain after thellSut ofvP.

Then, at the Spell-out of CP in (24), we have thoices, as shown in (25).

(25) a. Ordering TabteSubph<Objp b. Ordering Tabte Subjp«<Objop
SUbJ Qp«o bj QP SUbJ Qp«Obj QP

Scope RelatianSubhp>Objgp *Scope Relation\SubprijA <
Subj op>Objop Obj or>Subj or<-

In the case of (25a), an ordering statement $ubjbjor and a scope relation
statement Subp>Objop are established at this point. They are consistetht
those established at the step in (23). Hence, ¢higadion can converge, giving
rise to the SOV order with subject wide scope. @a other hand, nothing
blocks a scope relation statement &@bSubper from being established at the
Spell-out of CP as in (25b), since the object ) (@commands the trace of the
subject. This choice, however, leads the derivatmorash at LF, because the
Scope Relation Table of (25b) contains a scoperadiation. Therefore, the
derivation of an SOV sentence cannot converge ebfhct wide scope.

To sum up, | proposed to extend LP to SRP, andtitited that the scope
rigidity of SOV sentences and the scope ambiguitp8V sentences can be

explained by the system which assumes SRP and ypethesis thatvP
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constitutes a Spell-out Domain. In a nutshell,nden to derive an SOV sentence,
an object must not be scrambled across a subjemteb8pell-out ovP, and as a
result, only the scope relation where the subpdats wide scope can be fixed at
this point. Meanwhile, an object must be scramkdedoss a subject before
Spell-out ofvP to derive an OSV sentence; then, either scop#iarlbecomes
available. What is crucial is that not only lineadering but also scope relations
are subject to preservation, and this cannot bieeaeth without SRP.

Note that though a derivation is allowed to essdibirarious combinations
of ordering and scope relation statements, it canverge only if its outputs are
totally consistent; otherwise it eventually crasbiker at PF or LF because of a
contradiction. Hence, we do not have to appeallabay economy to rule out
undesirable derivations. Note further that the pssal analysis does not exclude
the string-vacuous scrambling in question. Evesudh a scrambling is possible,
the scope facts can be explained. Therefore, thdysia enables us to make

Hoji's (1985) BSVS free from the problem discusse&ection 2.

5. Implications
This section explores some implications of the psmul analysis for

Double Object Constructions (DOCs), exemplifiedd6).

(26) a. Taroo-ga dareka-ni daremo-o syoolaisit(koto)
Taroo-Nom someone-Dat everyone-Acc introduced
‘Taroo introduced everyone to someoffex, *[I>[)’
b. Taroo-ga daremq-o dareka-ni it syookaisita (koto)
Taroo-Nom  everyone-Acc someone-Dat introduced

‘Taroo introduced everyone to someoffeX, *0>0)’
16



Hoji (1985) claims that the order in (26a), whehe tindirect object (10)

precedes the direct object (DO), is the basic and,the DO-IO order in (26b)
Is derived by so called Short-scrambling (cf. TA@83) of the DO. Note that
the examples in (26) indicate two important fa¢is:The basic 10-DO order
exhibits scope rigidity while the scrambled DO-l@ler has scope ambiguity,
and (ii) DO can follow a subject in DOCs even iuitdergoes scrambling. In

what follows, | make the two claims in (27) to acooodate these facts:

(27) a. There is a functional projection FP betweerand VP in DOCs.

b. The FP constitutes a Spell-out Domain.

Let us start with the discussion of the structir®0Cs. Suppose that the
IO and DO are generated within the same projectdmch is a complement of

the heads, as in (28a) below (cf. Hoji 1985, Larson 1988 oam others).

(28) a. |p Subj [ 10 [ DO V]| V]
b. [w DO Subj [ 10 [v F V] V]
I\

In order to derive a linear order where the DO edes |0, the DO must be
scrambled to the edge @P before Spell-out, as in (28b); otherwise an ander
statement in which 10 precedes DO is establisheakimg the surface DO-10
order impossiblé® The Spell-out ofvP in (28b), then, establishes only the
ordering statement DO«Subj«lO. Consequently, thdase order of (26b)
cannot be derived, because it necessarily inducesrdering contradiction
between a subject and DO. That is, the availabdityshort-scrambling itself

argues against the structure in (28a) under thegsex system.
17



The problem discussed above is that there is mnibldieding site for the
scrambled DO to derive the required surface orfieis problem can be solved

if we assume the presence of an FP betwPeand VP, as in (29a).

(29) a. [p Subj ke 10 [vp DO V] F] V]
b. [ Subj DO 10 [ve ti V] F] V]

As shown in (29b), FP provides a licit landing sifs a result, an ordering
statement Subj«DO«IO becomes available at the -Bpelbf vP. Hence, the
derivation can converge with the surface orde26bj.

Let us turn to the claim in (27b). As we have salkove, sentences with the
|O-DO order exhibit the scope rigidity while thoséh the DO-IO order do not.

This generalization is further confirmed by thddaling examples:

(30) a. Dareka-ni Taroo-ga it daremo-o syookaisita (koto)
someone-Dat  Taroo-Nom everyone-Acc introduced
‘“To someong Taroo introduced everyong¥>0, *0>0)’

b. Daremo-p Taroo-ga dareka-ni ; tsyookaisita (koto)
everyone-Acc Taroo-Nom someone-Dat introduced
‘Everyone, Taroo introduced to someone’{>0, *0>0)’

(31) a. Dareka-ni daremo-p  Taroo-ga it t syookaisita (koto)
someone-Dat everyone-Acc Taroo-Nom introduced
“To someong everyong Taroo introduced t; Co>0, *0>0)

b. Daremo-p  dareka-ni Taroo-ga t t syookaisita (koto)

everyone-Acc someone-Dat Taroo-Nom introduced

‘Everyong, to someongTaroo introduced t; (*C>0, *0>0)
18



The a-examples, where 10 precedes DO, exhibit scgaity, whereas scope
ambiguity arises in the b-examples, where DO presedO." This
generalization fails to be capturedv® is the sole Spell-out Domain within the

verbal projections. To see the problem, let usidemnghe structures in (32).

(32) a. |p |$i Subj Ep D&Mj VI F] V]

b. [ |?i D9 Subj ke tli [ve 1|:j V] F] V]

(32a) gives rise to the surface order of (30a) (@2at) to that of (31a). Note that
the DO c-commands the trace of the 10 in both cadeace, nothing blocks a
scope relation statement DO>IO from being estabtsat the Spell-out ofP.
Then, (30a) and (31a) are predicted to be ambiguwmmrary to fact.

If the FP is also a Spell-out Domain, as claimed(2i@b) above, the

problem can be solved. Let us consider the twoigardtions depicted in (33).

(33) a. IO [w DO ... Ordering Tabtel O«DO
Scope RelatiohO>DO

b. [fpDO 10wt ...]] Ordering Table DO« O
| _
Scope RelatipDO>10 or | O>DO

The DO must stayn situ to derive the surface 10-DO order, as in (33aeh
Spell-out of FP unambiguously establishes a scelaion statement where 10
takes wide scope. On the other hand, if DO has lseesmbled, as in (33b),
Spell-out of FP can establish either DO>IO or I0>D@der the proposed
mechanism. Therefore, a derivation which eventuadly the 10-DO order never

converges with the DO wide scope interpretationeigiSRP.
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Summarizing this section, | explored the implicatioof the proposed
analysis. | argued (i) that there is a functiormaijgction FP betweewP and VP,
based on the availability of Short-scrambling, @ndthat the FP constitutes a
Spell-out Domain, based on the fact that the 10-@@ers exhibit the scope

rigidity whereas the DO-10 orders do not.

6. Conclusion

In this paper, | proposed to extend Fox and PegstgR003, 2005)
Linearization Preservation to Spelled-out Relati®reservation; the former
requires the linear ordering established by aniegbn of Spell-out to be
preserved at later Spell-out points, and the lategjuires not only linear
ordering but also semantic relations to be preskr@eucially assuming SRP, |
provided an analysis that explains the differene¢wben SOV and OSV
sentences with respect to scope interactions.d atgued that the proposed
analysis makes Hoji's (1985) Ban on String-Vacu@esambling free from the
problem of global economy. Finally, | explored ih®lications of the analysis,
claiming that in Double Object Constructions, thexea functional projection

betweervP and VP, which constitutes a Spell-out Domain.

Notes

Y1 would like to thank to Mamoru Saito for his détd suggestions and
comments. | am also grateful to Cedric Boeckx, @toisFuji, Tomo Fuijii,
Masakazu Kuno, Takeo Kurafuji, Masashi Nomura, KB6jugisaki, Akira
Watanabe, and the audience at the TCP 2008 foabi@uwomments. Special
thanks go to Jean Crawford and Jeff Miller, whodkmproofread the earlier

version of this paper. All remaining errors arecofirse mine.
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! For other types of string-vacuous scrambling, seg, Saito (1994) and
Takano (1996), among others.

> The sentence-finatoto ‘the fact that’ is added to make the examples more
natural. English translations provided for the eghle® are intended to show
their rough structure, and the sentence fikotd is excluded from them.

% Unlike clause-internal scrambling, long-distanceambling does not affect
the scope interpretation (see Tada 1993, amongr)then this paper, |
concentrate on clause-internal scrambling.

* One may suspect that the problem disappears ifesutscrambling is
impossible (Saito 1985, see also footnote 7), ag H®85) assumes. The
problem, however, still arises if the movement @uéject can be A-movement
to Spec, TP from &P-internal position. Through out this paper, howgeve
assume that subjects can be scrambled at leasedlaternally, and use terms
like “subject scrambling” or “scrambling of a sutijefor ease of exposition.

> The notations used in this paper are rather sfieglifor the purpose of
presentation. An ordering statement that is estabtl at the current step will be
indicated by boldface, and irrelevant elements bellomitted.

® Following F&P, | assume that traces are invistblénear order establishment.
" To exclude structures like (13b), Saito (1985)ratathat subjects cannot be
scrambled. Ko (2007), however, argues against kiyigsothesis, providing
evidence for the presence of subject scrambling.

® In Takita (in press), | provided an additionalwareent for the hypothesis that
VP constitutes a Spell-out Domain, based on the umtcof Proper Binding
Condition effect (Fiengo 1977) on scrambling (sagdS1989, among others).

° In the NQ Floating cases which Ko (2007) origipatiscusses, this
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scrambling-after-Spell-out problem does not arid&s is because if an object
has not been moved to thP-edge, an ordering statement Subj«NgODj is
established, while the Spell-out of CP with scrantplof the object after
Spell-out of vP may establishes either Subj«Obj«d¥or Obj«Subj«NQ,y;
inducing an ordering contradiction between the cdbpnd the subject related
NQ. Hence, the problem | discuss in the text isc#jgeto the string-vacuous
scrambling. | would like to thank Mamoru Saito (pfor bringing up this point.
19 | indicate scope relation statements establishetiearelevant Spell-out by
boldface, as in the case of ordering statements.
1 Although | cannot address in this paper the qaesti whether Japanese has
Quantifier Raising (QR, May 1977), | assume thadreif the language has QR,
it applies after Spell-out, and that the resultshaf application of QR must be
consistent with those established by Spell-out,tdueRP.
12 See Marantz (1993), Ura (1996), Takano (1998), Moi3 (2001), Pylkkanen
(2002), Yatsushiro (2003), and references citedethefor similar proposals. |
leave further examinations of the nature of thédfFuture works.
13| assume that scrambling is not a tucking-in opemain the sense of
Richards (2001), so that DO cannot be moved tanther Spec of/P (see Takita
2008 for an argument for this assumption). | alssuane an anti-locality
constraint like (i) (see Saito and Murasugi 1998el& 2003, and BoskavR005,
among others), which restricts ‘too local’ movemdnited from BoSkoud
2005:16).

() Each chain link must be at least length heve a chain link from A to

B is of length if there aren XPs that dominate B but not A.

Given (i), the DO cannot be moved to the edge ob¥fause it crosses no XP.
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* Hoji (1985) judges sentences like (31a) as amhiguthough my informants

find them unambiguous. | leave this judgment vamator future research.
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